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Abstract
As the denial of service attacks become sophisticated, source-
side detection methods are being studied to address the limi-
tation of target-side detection methods such as delayed de-
tection and difficulty in tracking an attacker. Recently, some
source-side detectionmethods are studied to use the adaptive
attack detection threshold by considering seasonal behavior
of network traffic. However, recent network traffic usage
patterns have become irregular, and the performance of the
adaptive threshold technique has deteriorated due to the
increase in randomness and burstiness of the traffic.
In this paper, an LSTM(Long Short Term Memory) based

source-side DoS attack detection technique is proposed in
order to keep high performance under irregular seasonal
traffic usage. The proposed LSTM based detection model
was designed with the input feature vector consisting of an
index of unit time, a normal traffic volume, and a traffic trend.
Specifically, in order to make LSTM learn irregular seasonal
pattern effectively, several embedding methods were pro-
posed to embed the irregular seasonal pattern as a traffic
trend of the input vector. Through extensive experiments
with actual network traffic, it is observed that the proposed
LSTM-based technique achieved high attack detection rate
of 92% and a low false positive rate of 20% under a network
with irregular and burst traffic.

CCSConcepts: •Networks→Denial-of-service attacks;
• Computing methodologies → Neural networks.

Keywords: Network Security, DoS Attack, SDN IDPS, LSTM,
Source-side Attack
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1 INTRODUCTION
Depending on the activation of devices such as sensors,
mobiles, wearables and other IoT (Internet of Things), the
amount of IoT data moving over the network is exploding.
These IoT devices can be abused by causing the DoS (de-
nial of service) attack [1, 9]. The victim detection method
has disadvantages such as detection delay and difficulty in
tracking the attacker. Edge computing has the potential to
solve these problems by moving computing locations closer
to the network edge and data sources. After deploying a
detection system in the source-side network, it is possible
to defend against DoS attacks that are difficult to defend on
the victim-side.
However, unlike the victim-side network, the amount of

attack traffic observed in the source-side network is too small.
Therefore, in the source-side network, attack traffic can be
mixed with normal traffic easily. In order to detect the de-
tailed attack traffic, dynamic adaptive threshold methods
based on observed traffic volumes are studied [17]. However,
if observed traffic is mixed with attack traffic, these methods
should separate the normal traffic from the attack traffic to
calculate the new threshold value. To separate attack traffic
from the observed traffic, estimating the normal traffic vol-
ume by utilizing network traffic seasonality was studied [16].
This study identified the seasonal behavior through network
traffic volume statistics to estimate normal traffic.

Recently, with the activation of time series deep learning
neural networks, the short-term network traffic volume pre-
diction method based on time-series neural network shows
low error rate [15, 18, 20]. However, because of unexpected
behaviors of network users, network traffic may have high
jitter with frequent explosive traffic and it shows non-linear
properties. [4–6]. In a non-linear network traffic [14], bursti-
ness [10] and randomness are easily observed, and it de-
grades the performance of traffic volume prediction method
as well as the DoS attack detection method. To mitigate this
degradation, we need to consider the new way of training
the neural network model for predicting traffic volume by
using the relationship between traffic traffic states such as
distinguishing different network traffic in embedding spaces.
[3, 7]

https://doi.org/10.1145/3412841.3441987
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In this paper, we propose LSTM based source-side DoS
attack detection method. If the observed traffic in any unit
time is mixed with attack traffic, the proposed method uses
LSTM based traffic prediction model to estimate the normal
traffic volume in the related unit time. In the proposed LSTM
based traffic prediction model, three features are used as
an input vector. The first feature is the changing rate of
the observed traffic that represents the changing rate in the
observed traffic volume in the current unit time compared
to the observed traffic volume in the previous unit time. The
second feature is time window index that represents the
index of the observed traffic in the corresponding unit time.
The third feature is traffic trend that represents a trend in
the mid-to long-term changing rate in the observed traffic
at consecutive unit times. This traffic trend can be expressed
as a static traffic trend state and a dynamic traffic trend state.
The static traffic trend state method embeds the trend state
to utilize seasonal traffic patterns according to the statistics
of observed traffic. On the other hand, the dynamic traffic
trend state method embeds the trend state according to the
changing rate of traffic observed during a unit time.

In order to verify the effectiveness of the proposed method,
we evaluated the detection rate, false positive rate, and bal-
anced accuracy of the proposed method by conducting an
experiment according to the average traffic volume, jitter,
and burst ratio based on actual DNS (Domain Name System)
traffic data. In addition, the performance of attack detection
according to the types of embedding method for the LSTM
input vector was evaluated.

The rest of this paper is arranged as follows. Section 2 de-
scribes the work associated with network traffic prediction
for making the DoS attack detection system efficient. Section
3 describes the proposed source-side DoS attack detection
system and LSTM based traffic volume prediction model. Sec-
tion 4 describes the proposed seasonality embedding method.
Section 5 presents the results of the experiment, and section
6 provides conclusions and future research directions.

2 BACKGROUND AND RELATEDWORK
2.1 SDN BASED DOS ATTACK DEFENSE SYSTEM
SDN (Software-Defined Networking) [12] can provide amore
dynamic, manageable, and adaptive network. SDN makes
networks more flexible and efficient by handling high band-
width and modern applications which have dynamic behav-
iors. In a networking paradigm, a network control logic can
be programmable, enabling easy configuration, holistic man-
agement, and quick network resources optimization. In ad-
dition, administrators can dynamically adjust traffic flows
across networks to meet new application demands. As SDN
provides a new and dynamic network architecture, it be-
comes easier to detect and react to DoS attacks. A SDN based
DoS defense scheme can be classified based on the location

of deployment: victim-side defense mechanisms using SDN
and source-side defense mechanisms using SDN.

In a victim-side defense mechanism, it detects, filters, and
limits malicious traffic at the routers of victim-side networks.
It is straightforward to detect DoS attacks on the victim-side,
because the volume of malicious network traffic is extremely
high and the attack traffic can be clearely distinguished from
normal traffic. Zhang.et al. [23] suggested anARIMA (Autore-
gressive Integrated Moving Average) model for protecting
servers from DoS attacks. Wu et al. [22] traced back to the at-
tacker location based on traffic flow pattern matching using
decision trees. However, duringDoS attacks, victim resources
such as network bandwidth are often overwhelmed, and this
approach cannot prevent the flow beyond the routers which
are near to the victim. In addition, it is not useful to detect an
attack only after reaching the victim and refraining a normal
client to access the victim.

The source-side defense mechanisms are deployed near to
the attack sources. In this approach, malicious packets are
identified while they pass a gateway of a subnet where the
attack sources reside in order to prevent generating attack
traffic to a victim. Detecting DoS attacks at the source is the
best possible way to detect an attacker. Monge et al. [13]
suggested to detect discordant behavior by detecting the
participation of end-users or IoT devices on the source-side.
However, the traffic flow observed in the source-side network
has characteristics such as time dependency, self-similarity,
and seasonality. He et al. [8] suggested characterizing the
seasonality pattern of Internet user traffic. If a dynamic adap-
tive threshold method is used based on the observed traffic
volume by utilizing these characteristics, DoS attacks which
require minute observation from the source-side can also be
detected well. Nguyen et al. [16] suggest an effective source-
side DoS detection method with traffic seasonality aware
adaptive threshold. However, as the patterns of users who
generate network traffic have become irregular in recent
years, characteristics such as non-linearity, randomness, and
burstiness have been observed in network traffic. If we learn
various patterns of traffic through time series deep learning
model, we can improve the performance of the source-side
DoS attack detection techniques with irregular network traf-
fic.

2.2 PREDICTION OF NETWORK TRAFFIC
VOLUME

The one of key method of a source-side DoS attack detection
mechanism is predicting the volume of normal network traf-
fic. The amount of network traffic observed in the source-side
network is relatively small, and more accurate prediction of
network traffic is required in order to adjust threshold in a
fine tuned manner.

In general, the statistical characteristics of traffic observed
on the source-side network are time dependency, self-similarity,
seasonality, non-linearity, randomness and burstiness. Wang
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Figure 1. Overview of the proposed LSTM based source-side DoS detection system

et al. [21] suggested a flow modeling and prediction method
based on ARMA(AutoRegressive Moving-Average) models
according to the short-term correlation and self-similarity of
traffic data to increase the accuracy of prediction and reduce
overhead. However, this approach does not consider the ir-
regular usage patterns of network users such as non-linearity,
randomness, and burstiness.

Recently, there are few studies which uses LSTM to predict
network traffic volume. Vinayakumar et al. [20] used GEANT
backbone network data to learn and predict non-linear char-
acteristics of traffic through LSTM neural networks. Azzouni
et al. [2] presented LSTM based model for high volume traf-
fic prediction by deploying the model in SDN to predict the
volume of traffic between nodes and train the model using
real data. Lu et al. [11] suggested a real-time network traffic
prediction model based on LSTM to cope with network traf-
fic burstiness and uncertainty. Nguyen et al. [15] proposed
LSTM-based network traffic volume estimation method by
learning the traffic seasonality observed at the source-side.
In these studies, a network traffic trend is distinguished from
other network traffic trend, and the training model of net-
work traffic trend in LSTM can be efficiently customized by
applying different embedding spaces [3, 7]. In this paper, we
propose a LSTM-based source-side DoS detection method
with various embedding spaces for representing irregular
traffic seasonal patterns.

3 LSTM BASED SOURCE-SIDE DoS
ATTACK DETECTION SYSTEM

3.1 SYSTEM DESIGN
Figure 1 shows an overview of the proposed LSTM-based
source-side DoS detection system. The proposed system can
be deployed on a gateway of a target subnet to detect DoS
attack traffics in advance which flow to a victim. This DoS
detection system captures network traffic from the gateway

through samplers such as a DNS sampler and a NTP sampler
by using SDN [17]. In every given time unit, called as a time
window with a given constant size 𝑇𝑤 , the network traffic is
captured, and the volume of the observed traffic in the 𝑧𝑡ℎ
time window is defined as 𝑆𝑧 . Whenever the network traffic
is captured, adaptive threshold is applied to 𝑆𝑧 in order to
determine whether the observed traffic contains malicious
attack traffic or not. The adaptive threshold is dynamically
adjusted by predicting the traffic volume of the next time
window by using an exponential smoothing algorithm. In an
exponential smoothing function, the predicted traffic volume
of the next time window, 𝑆𝑧+1, is needed. 𝑆𝑧+1 is calculated
by the equation 1.

𝑆𝑧+1 = 𝛼 ∗ 𝑆𝑧 + (1 − 𝛼) ∗ 𝑆𝑧 (1)
Then, the adaptive attack detection threshold, \𝑧+1, is set

dynamically by adding margin, 𝛿 , to the predicted traffic
volume, 𝑆𝑧+1, as shown in the equation 2.

\𝑧+1 = (1 + 𝛿) ∗ 𝑆𝑧+1 (2)
If the traffic volume observed in the 𝑧𝑡ℎ time window,

𝑆𝑧 , is bigger than the detection threshold of the 𝑧𝑡ℎ time
window, \𝑧 , it is judged that observed traffic is mixed with
attack traffic. In this case, the volume of attack traffic should
separate from the volume of the observed traffic for the new
adaptive detection threshold. To separate attack traffic from
observed traffic, the predicted volume of normal traffic of
the 𝑧𝑡ℎ time window, 𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑧 , is required. 𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑧 is set by
multiplying observed traffic volume in the previous (𝑧 − 1)𝑡ℎ
time window, 𝑆𝑧−1, to the traffic changing rate in the 𝑧𝑡ℎ time
window, Δ𝑧 , as shown in the equation 3.

𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑧 = 𝑆𝑧−1 ∗ Δ𝑧 (3)
By using predicted volume of normal traffic, 𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑧 , the

traffic volume for setting attack detection threshold about the
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Figure 2. Architecture of LSTM based traffic volume predic-
tion model

(𝑧 + 1)𝑡ℎ time window is calculated as shown in the equation
4.

𝑆𝑧+1 = 𝛼 ∗ 𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑧 + (1 − 𝛼) ∗ 𝑆𝑧 (4)

With this, the adaptive threshold for the (𝑧 + 1)𝑡ℎ time
window is calculated with the equation 2.

3.2 LSTM BASED TRAFFIC VOLUME PREDICTION
MODEL

The important knob of the performance of predicting the
volume of network traffic is how to estimate Δ𝑍 in 𝑧𝑡ℎ time
window accurately, and the proposed approach uses LSTM
which is a time series neural network model for this estima-
tion. Figure 2 depicts the architecture of the proposed LSTM
based traffic volume prediction model. This model consists
of three LSTM layers and three dense layers. Among these
three dense layers, the first two layers use ReLU (Rectified
Linear Unit) activation function and the last layer uses Lin-
ear activation function. ReLU activation function usually
improve the performance of LSTM based prediction model
[19]. Each layer includes 20 nodes.

For training and testing the proposed LSTM based traffic
volume prediction model, it is necessary to manage observed
traffic in a well-organized manner. The observed traffic dur-
ing a day𝑦 is one set of traffic data represented as 𝑑𝑦 . During
one day, the network traffic is observed 𝑘 times at a given
constant time interval, and the volume of observed network
traffic at 𝑘𝑡ℎ time interval is represented as 𝑆𝑘 as shown in
equation 5.

𝑑𝑦 = {𝑆1, 𝑆2, ..., 𝑆𝑘 } (5)

With this collection of observed data, the input vector for
the proposed LSTM model is generated in order to ensure
the stability of the prediction. The input vector consists of
three features including the changing rate of observed traffic
volume Δ𝑧 , the time window index 𝑡𝑧 , and the traffic trend 𝑓𝑧
which are corresponding to the 𝑧𝑡ℎ time window. The input
vector for the 𝑧𝑡ℎ time window represents as 𝐼𝑧=(Δ, 𝑡𝑧 , 𝑓𝑧).

The proposed LSTMmodel trains with the input vectors to
predict the traffic changing rate. In detail, the proposed LSTM
model uses input vector 𝐼𝑧−19, 𝐼𝑧−18, ..., 𝐼𝑧 as 20 continuous
observed traffic information from (𝑧 − 19)𝑡ℎ to 𝑧𝑡ℎ , and it
provides output as the traffic changing rate at the (𝑧 + 1)𝑡ℎ
time window Δ𝑧+1.

The first domain of the input vector is the traffic changing
rate Δ𝑧 , which is the changing rate between two continuous
observed traffic volumes. Because the observed network traf-
fic is managed in a daily manner, the traffic changing rate is
also managed in a daily manner. The set of traffic changing
for a day 𝑦 is represented as 𝑐𝑦 like the following equation.

𝑐𝑦 = {Δ1,Δ2, ...,Δ𝑘 } (6)
Accordingly, the traffic changing rate of the 𝑧𝑡ℎ time win-

dow of the 𝑦𝑡ℎ day can be calculated as the following equa-
tion.

𝑐𝑦 [Δ𝑧] = 𝑑𝑦 [𝑆𝑧]/𝑑𝑦 [𝑆𝑧−𝑛] − 1 (7)
However, in the case of Δ1 which is corresponding to

the first observed traffic of a day, the calculation of traffic
changing rate should consider the change in traffic between
the last observed traffic of the previous day and the first
observed traffic of the current day as the following equation.

𝑐𝑦 [Δ1] = 𝑑𝑦 [𝑆𝑧]/𝑑𝑦−1 [𝑆𝑘 ] − 1 (8)
The second domain of the input vector is the time window

index for the traffic changing rate. In this paper, the duration
of time window 𝑇𝑤 sets to 1 minutes, and the length of 𝑑𝑦
and 𝑐𝑦 becomes 1440. Accordingly, the time window index
𝑡𝑧 has values between 1 and 1440.

The third domain of the input vector is a network traf-
fic trend, which represents the characteristics of network
traffic including seasonality and randomness. The traffic
trend is categorized by considering various characteristics
of network traffic such as changing rate and seasonality. The
categorized traffic trend is embedded to 𝑓𝑧 through one-hot
encoding as following equation where 𝑖 is the number of
possible categories of the network traffic trend.

𝑓𝑧 = {𝑣1, 𝑣2, ..., 𝑣𝑖 }, 𝑣 ∈ {0, 1} (9)

4 TRAFFIC SEASONALITY EMBEDDING
The network traffic trend is necessary to express the rela-
tionship between the seasonal patterns of traffic observed
per unit time in order to clearly improve the performance of
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Figure 3. Trend state selection mechanism based on the
traffic changing rate

the LSTM model. This embedding technique can be defined
as a static embedding technique and a dynamic embedding
technique.

4.1 STATIC EMBEDDING
The static embedding method categorizes the traffic trend
into a given number of states in a static manner. That is, a day
is divided into a given number of time zone by considering
the seasonal pattern of network traffic. For example, usually
network traffic increases between 8:00 am and 11:00 am, it
fluctuates between 11:00 am and 7:00 pm and it decreases
between 7:00 pm and 11:00 pm. Then, the network trend can
be categorized into three distinguished trend such as increas-
ing trend, decreasing trend and fluctuating trend. Once the
trend category is determined by using the time index, the
traffic trend corresponding to the 𝑧𝑡ℎ time window of a day is
embedded with one-hot vector encoding as 𝑓𝑧 = {𝑣1, 𝑣2, 𝑣3},
𝑣 ∈ {0, 1}. For example, {1,0,0} denotes the increasing trend,
{0,1,0} denotes the fluctuating trend and {0,0,1} denotes the
decreasing trend.

4.2 DYNAMIC EMBEDDING
The dynamic embedding method categorizes the traffic trend
into a given number of states in a dynamic manner by consid-
ering the traffic changing rate of a given time window. Figure
3 shows the state selection mechanism based on the traffic
changing rate, and this mechanism calculates the changing
rate between observed traffic volumes of 𝑧𝑡ℎ and (𝑧 − 𝑛)𝑡ℎ
time window. In here, 𝑛 means how long the traffic trend
is embedded, and if 𝑛 is bigger, the embedded traffic trend
represents longer period of time. Through the degree of the
changing rate, the state of traffic trend can be categorized
into five states such as Further Increasing, Increasing, Fluc-
tuation, Decreasing, and Further Decreasing.
With this five state, we may use different embedding

space such as 𝑓𝑧 = {𝑣1, 𝑣2} (Increasing, Decreasing), 𝑓𝑧 =

Figure 4. State Diagram with 3 Traffic Trends

{𝑣1, 𝑣2, 𝑣3} (Increasing, Fluctuating, Decreasing), and 𝑓𝑧 =

{𝑣1, 𝑣2, 𝑣3, 𝑣4, 𝑣5} (Further Increasing, Increasing, Fluctuating,
Decreasing, Further Decreasing). The length of embedding
space depends on the granularity of representation of traffic
trend, and it may affect to the performance of LSTM based
network traffic prediction. For two states embedding, the
traffic trend is distinguished by checking whether the chang-
ing rate Δ𝑡 is positive or negative. For three state embedding,
the traffic trend line 𝜏 is used to categorize the traffic trend. If
the changing rate Δ𝑡 is larger than 𝜏 , the traffic trend is con-
sidered as Increasing state. If the changing rate Δ𝑡 smaller
than 𝜏 , the traffic trend is considered as Decreasing state. Oth-
erwise, the traffic trend is considered as Fluctuation state.
For five state embedding, two traffic trend lines, 𝜏 and 2𝜏 ,
are considered to categorize the traffic trend.

4.3 CONSIDERING STATE TRANSITIONS
When preparing an input vector, the traffic trend is embed-
ded as an encoded hot-vector. If the traffic trend is catego-
rized in three states, the length of the encoded hot-vector is
three. In here, we may focus state transitions rather than the
state itself. The state transition means that the state changes
between the previous time window and the current time
window. For example, Figure 4 shows the state diagram of
three traffic trends (Increasing, Decreasing, Fluctuation), and
this diagram has nine distinguished trend state transitions.
That is, if there are two, three and five states, we can consider
four, nine and twenty five state transitions are considered,
respectively.
Through this traffic trend state embedding method, the

overall performance of the LSTM-based source-side DoS
detection method can be changed. It is because that the gran-
ularity of trend embedding may affect to the performance
of LSTM based model in accordance with the degree of ran-
domness and burstiness of network traffic.

5 EVALUATION
5.1 DATASETS AND EVALUATION OVERVIEW
In order to evaluate the proposed LSTM based source-side
DoS attack detection system (𝐿𝐵𝐴𝑇 ), we compare the perfor-
mance of the proposed system with the seasonality-aware
adaptive threshold based source-side DoS attack detection
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Table 1. Datasets of DNS Request traffic

Dataset Avg. Volume Avg. Jitter Burst ratio

2018 Korea 11073 0.2232 0.0004
2020 Brazil 13993 0.3585 0.0465
2020 Mexico 3537 0.5595 0.1582
2020 Slovakia 220 0.6269 0.1757

system (𝑆𝑇𝐵𝐴𝑇 ) [16], under the network traffic containing
high randomness and high burstiness. The proposed LSTM
based method, 𝐿𝐵𝐴𝑇 , is specified by considering different
seasonality embedding methods. Through the evaluation,
the LSTM based detection system with the static embedding
method and the dynamic embedding method is represented
as 𝐿𝐵𝐴𝑇_𝑆 (𝑁 ) and 𝐿𝐵𝐴𝑇_𝐷 (𝑁 ), respectively, where 𝑁 is
the number of traffic states. When we use the dynamic em-
bedding method, 𝑛 and 𝜏 set to 1 and 1%, respectively.
We evaluated the proposed method with the real-world

DNS request traffic collected from DNS-STAT:Hedgehog
which is operated by ICANN (Internet Corporation for As-
signed Names and Numbers). As shown in Table 1, we collect
DNS request traffic from four different site: Korea, Brazil,
Mexico and Slovakia. Each dataset has DNS request traffic
for first 10 days of year of 2018 or 2020. Table 1 shows the
average of traffic volume, the average of traffic jitter and the
burst ratio of traffic for each DNS request traffic. Among
the datasets, 2018 Korea and 2020 Brazil have relatively low
jitter and low burst ratio, but 2020 Mexico and 2020 Slovakia
have high jitter and high burst ratio. That is, the former two
traffic behave more likely in the linear and seasonal manner,
but the latter two traffic behave more likely in the non-linear,
random and bursty manner.
The traffic of the first 8 days of each dataset is used to

train both of 𝑆𝑇𝐵𝐴𝑇 and 𝐿𝐵𝐴𝑇 , and the following 2days
of each dataset are used as a test set for evaluating how
effectively each system detect the attack traffic mixed in
legitimate traffic. For evaluation, we select 180 time window
indices randomly from the test set, and infuse the attack
traffic by increasing the volume of the traffic up to 10%. For
each dataset, we evaluate the performance of 𝑆𝑇𝐵𝐴𝑇 and
𝐿𝐵𝐴𝑇 in 5 times and summarize the result in average.
We use a detection rate, false positive rate and balanced

accuracy to evaluate each method. The detection rate is the
percentage of detected attack when an attack is granted, and
it is considered as sensitivity. The higher the detection rate,
the higher the performance of the method. The false posi-
tive rate is the percentage of falsely detected attacks when
the attack does not granted. The higher the false positive
rate, the lower the performance of the method. The balanced
accuracy is the arithmetic mean of the detection rate (sen-
sitivity) and true negative rate (specificity). Here, the true
negative rate is calculated by subtract the false positive rate

from 1. The main reason of using balanced accuracy rather
than just accuracy is that the number of attack traffic is pro-
portionally far less than the number of legitimate traffic. In
the source-side network traffic, the attack traffic is much less
than the legitimate traffic, and the accuracy is highly depen-
dent on the specificity. To prevent this skewed evaluation,
we use the balanced accuracy considering both of sensitivity
and specificity. If the balance accuracy is high, the accuracy
considering the sensitivity and specificity of the method is
high.

5.2 PERFORMANCE COMPARISON
Figure 5 shows the performance comparison with different
dataset. As we described earlier, datasets for Korea and Brazil
has low burstiness and others has high burstiness. In Figure
5, 𝐿𝐵 and𝐻𝐵 stands for low and high burstiness, respectively.
Each detection method, we use the same value of margin, 𝛿 ,
as 4 which is used for adjusting detection threshold, and it
is represented as𝑀 (4) suffix.

It is observed that the overall detection rate decreases and
the false positive rate increases as the burst ratio increases.
In Korea dataset, the detection rate is around 96%, but it
drops down to 65% in Slovakia dataset. For the false positive
rate, it achieves around 6% in Korea dataset but it increases
up to 35%. Especially, the performance degradation happens
significantly when the network traffic has high burstiness
and randomness.
Though the burstiness and randomness cause the per-

formance degradation, the proposed LSTM based detection
method mitigates this degradation. In Figure 5, while 𝑆𝑇𝐵𝐴𝑇
drops its detection rate from 95% down to 65%, 𝐿𝐵𝐴𝑇 keeps
its detection rate around 75% and more. This endurance
against the burstiness and randomness is observed in the
balanced accuracy result as well. In the case of 𝐿𝐵, 𝑆𝑇𝐵𝐴𝑇
and 𝐿𝐵𝐴𝑇 achieves similar balanced accuracy. But, in the
case of 𝐻𝐵, 𝐿𝐵𝐴𝑇 shows better performance than 𝑆𝑇𝐵𝐴𝑇 .
In order to understand the impact of burstiness to the

proposed method in detail, we evaluate the performance
measures with various margin for both of 𝑆𝑇𝐵𝐴𝑇 and 𝐿𝐵𝐴𝑇 .
Figure 6 shows the evaluation results for 2018 Korea DNS
request traffic which has low burst ratio, and Figure 7 shows
the evaluation results for 2020 Mexico DNS request traffic
which has high burst ratio. The result of 2020 Brazil is similar
to 2018 Korea and the result of 2020 Slovakia is similar to
2020 Mexico, and we omitted these results.
In Figure 6, the detection rate and the false positive rate

of 𝑆𝑇𝐵𝐴𝑇 , 𝐿𝐵𝐴𝑇_𝑆 (9), and 𝐿𝐵𝐴𝑇_𝐷 (9) are similar to each
other, and when the margin is 4%, they are around 95%
and 5%, respectively. Also, the balanced accuracy of 𝑆𝑇𝐵𝐴𝑇 ,
𝐿𝐵𝐴𝑇_𝑆 (9), and 𝐿𝐵𝐴𝑇_𝐷 (9) are similar to each other, and
when the margin is 4% each method achieves the highest
balanced accuracy. Through this evaluation results, both of
𝑆𝑇𝐵𝐴𝑇 and 𝐿𝐵𝐴𝑇 properly detect attack traffic under linear
and seasonal network traffic.
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Figure 5. Performance Comparison under different burst ratio (LB1:2018 Korea, LB2:2020 Braziil, HB1:2020 Mexico, HB2:2020
Slovakia)

Figure 6. Performance Comparison of different methods with 2018 Korea dataset having low burst ratio

Figure 7. Performance Comparison of different methods with 2020 Mexico dataset having high burst ratio

In Figure 7, the detection rate of 𝑆𝑇𝐴𝐵𝑇 is lower than both
of 𝐿𝐵𝐴𝑇_𝑆 (9), and 𝐿𝐵𝐴𝑇_𝐷 (9). However, the false positive
rate of 𝑆𝑇𝐴𝐵𝑇 is also lower then both of 𝐿𝐵𝐴𝑇_𝑆 (9), and
𝐿𝐵𝐴𝑇_𝐷 (9). That is, 𝐿𝐵𝐴𝑇 aggressively adjust the detection
threshold to detect attack traffic based on the fine grained
traffic trend embedding, and it also increases the false pos-
itive rate as a side effect. However, we observed that the
balanced accuracy of 𝐿𝐵𝐴𝑇 is higher than 𝑆𝑇𝐵𝐴𝑇 when the
margin is more than 4%. Especially, 𝐿𝐵𝐴𝑇_𝐷 (9) achieves
the highest balanced accuracy when the margin is 4%. Ac-
cording to these results, we confirmed that the LSTM based
source-side DoS attack detection with dynamic seasonal-
ity embedding is well suited for the network traffic with
non-linear behavior, high burstiness and high randomness.

6 CONCLUSION
In this paper, we propose a LSTM-based source-side DoS
attack detection method which changes the attack detection
threshold adaptively even under non-linear network traf-
fic. Through the real DNS network traffic based evaluation,
the dynamic embedding of network traffic for LSTM input
vectors is effective to improve the performance of LSTM
based source-side DoS attack detection method under non-
linear network traffic with high burstiness and randomness.
Even though the burstiness of traffic is relatively low, the
proposed method achieve similar performance of previous
approach. Additionally, with well-adjusted margin, the pro-
posed method keeps higher balanced accuracy than previous
approach.
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In the future, we are going to apply the STL (Seasonal and
Trend decomposition using Losses) technique to the LSTM-
based source-side DoS attack detection method in order to
use more detail knowledge of traffic for training the traffic
volume prediction model.
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